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End-to-End Delay Analysis of Videoconferencing
over Packet-Switched Networks

Mario Baldi, Member, IEEEand Yoram OfekMember, IEEE

Abstract—Videoconferencing is an important global applica- and will lead them to look for a better service; eventually, all
tion—it enables people around the globe to interact when distance ysers will look for a better service. Thus, service providers that

separates them. In order for the participants in a videoconference can guarantee a 100-ms end-to-end delay will have a distinct
call to interact naturally, the end-to-end delay should be below
market advantage.

human perception; even though an objective and unique figure . . o .
cannot be set, 100 ms is widely recognized as the desired one-way 1he problem that we study in this work is videoconferencing

delay requirement for interaction. Since the global propagation in which voice and video should be synchronized (a.k.a.
delay can be about 100 ms, the actual end-to-end delay budget|ip-sync), thus, the end-to-end delay of the video should be
available to the system designer (excluding propagation delay) yajow 100 ms as well. Since the global propagation delay can

can beno more than 10 msWe identify the components of the .
end-to-end delay in various configurations with the objective of be about 100 ms, the actual end-to-end delay budget available

understanding how it can be kept below the desired 10-ms bound. t0 the system designer (excluding propagation delay) can be
We analyze these components step-by-step through six systerno more than 10 ms

configurations obtained by combining three generic network  The video stream requires high capacity and since network

architectures with two video encoding schemes. We study the o506 rces are limited, the video pictures should be compressed.
transmission of raw video and variable bit rate (VBR) MPEG . .

video encoding over 1) circuit switching; 2) synchronous packet C(_)mpressmn can be costly in terms.of end-to-_end _de_lay. In
switching; and 3) asynchronous packet switching. In addition, this work we assumed MPEG encoding [10], since it is one

we show that constant bit rate (CBR) MPEG encoding delivers of the most popular compression techniques. Other encoding
unacceptable delay—on the order of the group of pictures (GOP) techniques such as Motion JPEG [7] and H.261 [11] are pos-
time interval—when maximizing quality for static scenes. sible, but they are not in the scope of this paper and are left

This study aims at showing that having aglobal common time .
reference together with time-driven priority (TDP) and VBR for further research. Here we show that MPEG constant bit rate

MPEG video encoding, provides adequate end-to-end delay, which (CBR) video encoding is not advisable for high-quality video-

is 1) below 10 ms; 2) independent of the network instant load; and conferencing applications. As discussed in Section IlI-B, effi-

3) independent of the connection rate. The resulting end-to-end cient compression with the elimination of temporal redundancy

delay (excluding propagation delay) can be smaller than the video jgqyces an unacceptable delay. At the expense of a higher

frame period, which is better than what can be obtained with | . - : . R

circuit switching. bit-rate video stream, lower delay is obtained by not eliminating
temporal redundancy—the MPEG encoder works therefore like

Index Terms—End-to-end delay, MPEG, performance guaran- a Motion JPEG encoder.

tees, quality of service, time-driven priority, videoconference. Intuitively, for a small end-to-end delay, a picture (video

frame) is captured, compressed, and sent once there are enough
|. INTRODUCTION data units to send them in a packet over the network. This
proach can result in a short end-to-end delay. However,

NTERACTIVE real-time applications over packet-switche@PP" . .
I PP P d ises some key questions: then will the compressed

networks are challenging. Even though in some casesapgo dat its b dv to b i | the dat it
service can be tolerated—e.qg., ifitis charged atalowprice—tH €o data units be ready to be sent (in general, the data units

focus of this work is on a high-quality service. One of the kegeneration during cor_npression Is difficult to predict); ar_1d 2)
features of such a service is to enable natural interaction that T&>" manydata units will be generated after the compression of

quires the end-to-end delay to be below human perception. ?—Ch picture. BOt_h p;_eces of mformgtlo_g a:ﬁ nee?ed Ikn (I)rdetrhto
ious studies concluded that for natural hearing this delay sholfp€MVe communication resources inside the network. in other
rds, the difficulty arises since the time data units are pro-

be approximately 100 ms [13]. Even though an objective a dand th fd . duced h ;
unique figure does not exist, a 100-ms delay ensures full sa iced and the amount of data units produced may change from

faction to all users. While a lower end-to-end delay cannot hicture to picture. In this paper, we discuss the two problems in

appreciated, delays above 100 ms will be noticed by some us%%ails ar)d suggest some s.olutions W.hiCh provide deterministic
and predictable global quality-of-service (Q0S) guarantees.

The heart of these solutions is the way in which packet
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Fig. 1. Model of a videoconferencing systeR.processing delay’R: processing resynchronization del&y. network delayNR: network resynchronization
delay.

such as packet generalized processor sharing (PGPS) [17], This delay can be kept short by using packets with a small
to bound the packet delay by using scheduling algorithms  size header and consequently a small size payload, e.g.,
that approximate the fluid flow service model. Such schemes the ATM cell payload is only 48 bytes.
guarantee a bound on the queueing delay which is inversely2) The audio bandwidth requirements are small relative to
proportional to the connection (or session) rate, proportional  (good quality) video, and therefore, audio compression is
to the number of nodes traversed by that connection, and not necessary in high-speed networks, while video will
proportional to the packet size. The common time reference  have to be compressed in the foreseeable future.
enables the solution with the lowest end-to-end delay bound
and jitter. However, other solutions can be used when the High-Level Delay Components
end-to-end delay requirement is not stringent, i.e., when usersig. 1 shows the model of a videoconferencing system. The
can tolerate poor interactivity due to a large delay bound, end-to-end delay of the system is the time elapsed from when a
variable quality due to nondeterministically controlled delay. video image is captured by the video camera at the sender side
Designing the network for stringent delay requirements camtil when it is displayed on the monitor at the receiver (upper
be beneficial to various system aspects, other than user-p@tow in Fig. 1). In order for the participants in the videoconfer-
ceived quality. One of the main advantageswifall delay jitter ence call to be able to interact naturally we have the following
is small bufferdnside the network and at the receiver side. Netbjective:
works with high speed links require buffers with short access Objective 1: The end-to-end delay (including propagation
time, which can be expensive, and therefore, small delay jitt¢¢lay) should be below 100 ms.
will save money. For delivering high visual quality, video frames should be
In the future, whervirtual reality applications will become displayed on the receiver’'s monitor at the same fixed pace they
real (rather than virtual) the system constraints, such as detawe been captured. This leads to the second objective (see
and loss, will be even more rigid. Therefore, in the coming yearsig. 1):
the competition among various network vendors will be more Objective 2—Continuous playThe receiver displays pic-
than just the capability to provide the service: it will becomeures (plays audio samples) continuously at the same rate that
primarily a competition to provide better quality of network serthey have been captured by the sender. This means that the
vices. Some of the techniques discussed in this manuscript wilid-to-end delay between capture and display is constant.
indeed provide better quality at a lower price (because of lessThe end-to-end delay is modeled with four high-level com-
stringent buffering requirements, for example). ponents whose values depend on the system configuration. The
segmented arrow in Fig. 1 shows which function in the system
introduces each delay component.
1) A processing delayP) is introduced on both the sender
In this section we identify the components of the end-to-end  gnd receiver sides. It may encompass, for example, the
delay of a videoconferencing system for a number of relevant  {jme spent in compressing and decompressing of pictures.
system configurations. In Section Ill, we analyze each delay 2) Thenetwork delay(N) is the time needed to move data
component for the various Configurations. The model focuses units from a source to the other videoconference partici_
on video rather than audio for two reasons: pant(s). The network delay also includes the protocol pro-
1) The audio sampling rate is typically 8 kHz, which means cessing in both the sender and receiver(s).
that a voice sample is produced every 12§ while the The above delay components can vary during a videoconfer-
video sampling rate is much lower, typically 5-30 picence call. In order to meet Objective 2 (i.e., constant end-to-end
tures/s. In general, with higher sampling rate it is possiblielay) these variations should be “smoothed out” before pictures
to obtain shorter delays. Since audio samples are encoded displayed at the receiver. We identify tresynchronization
on few bits (at most 8 bits per sample), the main limitatiodelay components, which are typically realized by some sort of
for audio delay is the time needed to obtain enough sameplay buffer All pictures when exiting this buffer have experi-
ples to build up a packet with reasonably low overheadnced the same delay from the time when they were captured.

Il. THE MODEL
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3) Theprocessing resynchronization del@BR) cancels the common time reference that is used only for flow control and
delay variations in generating the compressed video datat for routing.
units. 1) Circuit Switching: A fixed amount of link capacity is as-

4) The network resynchronization delgfNR) cancels the signed to each videoconference call by means of time division
variations of the delay experienced in the network (e.gnultiplexing. At the time a data unit (e.g., a byte) is transmitted
the delay jitter due to queueing in network nodes). from its source, it is possible to predict deterministically when

Thus, Objectives 1 and 2 can be summarized using the fdtivill exit any switch along its route. The time resolution of this
delay components in the following way: after resynchroniz&dvanced knowledge imuch shorter than the data unit trans-
tion, the end-to-end delay including propagation dePayis mission time Consequently, network nodes introduce a small

delay (a few microseconds).

P+ N +PR +NR + Pr = CONSTANT < 100 ms. 2) Asynchronous Packet Switchingn packet-switched net-
works data is gathered in packets which are sent to an ingress
switch or router. Switches forward packets toward the desti-
nation while statistically multiplexing packets from different
i _ sources which are forwarded over the same link. When a packet

In this work we analyze the end-to-end delay by goingas to be forwarded on a busy link, it is delayed until the link is
through a number of configurations, each adding one or mogyjjaple. This delay is called (network) queueing delay.
cpmponents to the end-to-end delay. The system Conf'gura'_“onﬁueueingllelay has a high variability since the time spent in
differ for the network architecture and the video encoding, 0t buffer depends on the packets already in this buffer
technique exploited. We consider three network architecturggy in other buffers of the same output port. Thus, the distribu-
and three V|d.eo codmg techmques. Slnc_e we conclude' that W of the queueing delay experienced by packets throughout
of the techniques is not suitable for videoconferencing, Wge yigeoconference call is determined by the resource alloca-
are left with the six system configurations which are studieg), | policy, the scheduling algorithms used for buffer manage-
in Section lll. The network architectures are described ir[ﬁent, and the overall network traffic characteristics.

Section ”'C‘. . . . Queueing delay often accounts for a large portion of the
The following three video encoding schemes are considered. . delay (see Section IlIl-A-3 for details on network

1) Raw video: The three color components of each plcturge ay components) and its high variability gives a major

are d;gr;]ltallynsl\lamkple.(:hand :jhef reslultln?j da;[a un(;ts ar?htranstmnti‘ tribution to the network delay variation, a.kim@etwork
overthe hetwork with no detay. In order to reduce the NeWolk . - tre maximum jitter is defined, in the context of this

delay, the bits encoding each frame should be sent as soo 8Pk, as the difference between maximum and minimum delay.
they exit the capture card. Since the capture card provides all '

. i . . e network resynchronization delay should be between zero
bits within few milliseconds, the traffic generated by the sour@ y y

B. Analysis Methodology

. ) A S or packets having experienced maximum network delay) and
may be concentrated in this short time interval, i.e., it is burs P g exp )

: . e maximum jitter (for packets having experienced minimum
2) CBR MPEG: Pictures are encoded according to thﬁetwork delay)J (for p gexp

MPEG standard. Compression is obtained by eliminatingAC,[ually the replay buffer introduces asxcess (network)

spatial (within each picture) and temporall (between SUbSequ@%@ynchronizatiomielr:ly up to the maximum network jitter (see
pictures) redundancy. The amount of bits needed to enc ction 111-A-3 for a detailed explanation). As a result, the net-

gach p|cture' (aka, plcture S'Z.e) IS not kn.own n advanpe ABrk delay possibly contributes with its maximum value plus
is highly variable. Since the picture rate is constant, bits eﬁg maximum jitter
produced at a variable rate. A buffer is used to smooth t e3) Time-Driven Priority: TDP [14] gives higher priority to

production bit rate: bits exit this buffer (and enter the networl§ tal-timetraffic in gperiodic fashiorin order to provide the fol-

at a constant rate. The encoder is controlled according to the fill . . . - .
level of the buffer in order to prevent it from either overflowin 1 ing properties for real-time traffic: 1) bounded delay, which

%stnindependent of the best-effort data traffic; 2) constant bound
: : . the jitter, which is independent of the network size; and 3)
be kept below 10 ms for CBR MPEG, as discussed in detail 8ltherdeterministicno-loss orprobabilistic control of the loss

Section IlI-B. L .
. . . dueto congestion inside the network. For example, for real-time

3) _Vanable Bit Rate (VBR) MPEGOnly a small. butfer is service it is possible to ensudeterministically no (loss due to)
exploited at the output of the encoder for assembling data urEt&

hich it th der shortlv after th duced. T ngestion inside the networkloreover, this can be achieved
which may exit the encoder shortly atter they are procuced. 1)5,q o fyil link utilization and without adversely affecting the
rate of the resulting compressed stream is highly variable.

QoS. TDP is a multiplexing scheme aimed at sharing link ca-

pacity while guaranteeing users against uncontrolled delays (or

even losses) due to contention in accessing the network’s links.
Three network architectures are considered. The first is cir-The time is divided intdime framegTFs) of fixed duration

cuit switching, which is a fully synchronous network: routing!’; (a typical choice i€’y = 125us). Given the link capacity’,

and flow control are accomplished using time. The secomdeach TF a fixed amount of bii& -C can be senton alink. As-

is asynchronous packet switching with no notion of a globalming small propagation delay, a real-time packet is forwarded

common time reference. The third is a combination of thene hop every TF. Since packets are not buffered for uncon-

previous two, called time-driven priority (TDP); it has a globatrolled time, in the more general case with arbitrary propagation

C. Network Architectures
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Fig. 3. Raw video encoding and transmission over a circuit switched
delay, each packet takes a fixed number of TFs to move from ttw@nection.

output buffer of an intermediate node to the output buffer of the

following one on the path to the destination, as shown in Fig. Bits by the capture card and of their transmission over the net-
This is also calleRISC-like forwardingbecause packets movework. This introduces aetwork shapinglelay

through the network in the same step-lock fashion as instruc-

tions advance in the pipeline of a RISC processor. §CS F,
Raw BCS
ll. END-TO-END DELAY ANALYSIS where I, is the picture size in bits. The end-to-end delay is

This section presents the end-to-end delay of the six systéfnstituted by a single componet @iepicted in Fig. 1) given
configurations following the delay model presented in Fig. by
For clarity, two of the delay elements shown in Fig. 1 are not
included in the analysis, since they are the same in all configu-

rationé. They ?jrel br?efﬁ]y (1escribed ?,; foI_Iowsa where Pr is the propagation delagw is the circuit switching
1) Capture delay:The frame grabber introduces aconstargelay (typically, a few microseconds). The minimum circuit

delay on the OfP'ef of few mllllsgcondg. ) Jaandwidth required for the transmission of raw video is
2) Presentation delay:As a picture is ready to be displaye

on the receiver side, it is inserted into the video frame buffer

which is periodically scanned by the video adaptor to trace the

image on the screen. This introduces a presentation delay w he end-to-end delay can be reduced by allocating a larger band-

can be up to 17 ms, assuming the refreshing frequency to [dith to the circuit. In this case, the circuit is busy only for atime

60 Hz (i.e., 1/60 = 16.667 ms). The presentation delay can pg¢ in each video frame periofl. As a result, the remaining
eliminated by synchronizing the decoder, the video controllﬁ aw ' '

_ QCS ; . .
inside the receiver, and the capture card, as shown in Fig er—>5 is wasted and no other connection can exploit

Raw
This requires synchronization between network and decoder,tr%(? re;grved resourge Ieft unused. .
) . . If minimum bandwidth is to be allocated for the videoconfer-
ceiver network interface and sender network interface, network

and encoder, encoder and capture card. This end-to-end Synee call, the end-to-end delay is as large as one video frame

chronization, otherwise very hard to implement, can be eas eriod. Therefore, the lower the video f_ra_me rate, the_ larger
obtained by using a common time reference, e.g., from the G end-to-end delay. For gxample, the minimum bandwidth re-
3] guired to send raw QCIF pictures at 15 frames/s, is 4.5 Mb/s and

the resulting shaping delay is 67 ms. However, if more band-
A Raw Video width is allocated to decrease the network shaping delay to 30

ms, more than 50% of the allocated bandwidth is wasted be-

The delay analysis of raw video is interesting since it coRmyse the circuit is idle for half of the video frame period.
cerns a reduced set of delay components, which are the networls) Time-Driven Priority: Raw video can be sent over a
(N) and the network resynchronizatioNR) delays. There are packet-switched network with TDP by inserting each picture

only two delay components since there is no compression, 3fgh one or more packets which are transmitted during & TF.
therefore, the processing@)and processing resynchronization During the TFs between the transmission of two subsequent

(PR) delays are nult. o N pictures of the same session, capacity can be reserved to

1) Circuit Switching: In circuit-switched networks it is as- gther real-time sessions, as shown in Fig. 4. All the unused
sumed that the video transmission is continuously using thgpacity (both reserved and unreserved) can be exploited for
bandwidth,B>, allocated to this circuit. Fig. 3 shows, for eachne transmission of best-effort traffic.

frame, the resulting timing (and the rate) of the production of
2If the link capacity is not large enough to allow a picture to be transmitted
1Analog-to-digital and digital-to-analog conversions of pictures require feim a single TF, it is sent over more successive TFs. This introduces a network
milliseconds which is a short time in comparison to the other delay componerglaping delay given by the number of TFs needed to transmit each picture.

ASS =855 + Pr4 Sw 1)

Raw Raw

BCS>£.
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Actually, the compensation of the queueing delay introduces
Fig. 4. Generation of raw pictures and transmission over a network with TDgiSO theexcess resynchronizati(oielayE,, c [O, AQ] constant
over the duration of the whole confereng&y is the maximum
The network delay is the only component of the end-to-ervriation of the queueing delay, i.e., the difference between the
delay. It can be expressed &s T (whereL is a function of maximum and the minimum queueing delay. The excess resyn-
the number of nodes and the processing delay inside each nsdgpnization delay is introduced because when a packet is re-

plus the propagation delayr. The end-to-end delay is ceived the actual delay it experienced in the network is not
known, as explained in detail in [1].
ARPY — L. Ty + Pr. ) The compensation isimplemented by delaying the first packet

of a flow by A@ and then retrieving from the replay buffer the

In TDP the presentation delay is zero since the frame grablsébsequent packets at a constant rate. Fig. 5 shows the resyn-
and the video display adaptor are synchronized. chronization of a packet stream, the first packet of which has

Resource reservation is based on the definitiontimha cycle experienced minimum queueing del@y,: the upper diagram
which encompasses a predefined number of TFs: all the no@ews the arrival time of pictures to the replay buffer, while the
share the same knowledge of the ordinal position of the curré@tver shows the exit time. If the network interfaces of sender
TF inside the time cyclé Bandwidth is allocated to a sender/reand receiver are not synchronized, the latter is not able to deter-
ceiver pair, by properly reserving (a fraction of) the link capacitjnine the queueing delay experienced by a packet. In particular,
during a number of TFs per time cycle on each link on the paft®t knowing the delay experienced by the first packet received
from sender to receiverin order for intermediate nodes to perfor the videoconference call, the receiver buffers it for a time that
form the RISC-like forwarding, the TFs on a link must be chosexllows resynchronization in the worst case, i.e., it is assumed
according to the TFs reserved on the upstream link, and the tithat the packet has experienced the minimum queueing delay
needed for a packet to be transmitted from the output buffer @ and is buffered for a time
the upstream node to the output buffer of the considered node
(see more details in [14]).

3) Asynchronous Packet Switching picture, split over one AQ =Qnm — Q. )
or more packets, is sent through the network from the source to a
packet-switching node introducingrmnsmissiordelay 7. /¢, The following packets are resynchronized accordingly, as
where F,. is the picture size and’ is the link bandwidth or shown in Fig. 5, because they are retrieved from the replay
capacity. For example, the transmission of a QCIF image ovepdffer at the constant pace at which pictures are displayed.
T3 link (45 Mb/s) introduces a delay of 6.7 ms. In the network, The upper diagram of Fig. 6 shows the arrival time of pic-
packets experience a fixed propagation défayand a variable tures when the first packet experiences an actual queueing delay
queueing delay; all the delays mentioned so far are part of tes. The middle diagram shows the timing of packets exiting;
network delay componenhj. the receiver, not knowing the actual queueing delay experienced

Due to the real-time requirements of the video stream, a ey the first packet, delays it byA@ according to (3). As a
play buffer is needed at the receiver to compensate for the vé@nsequence, the overall delay experienced by the following
ation in the queueing delay. The compensation is obtained pgckets due to queueing and resynchronization is bet@agn
delaying the samples that have experienced a queueing déag @ + AQ. If the receiver knows the actual delay expe-
shorter than the maximuig ,; the delay introduced is part of rienced by the first packet (e.g., sender and receiver have a
the network resynchronization delay. As a result of the compegPmmon time reference and the packet contains a time stamp
sation, the sum of the queueing delay and its compensation #¢icating when it was sent), a packet that has already expe-

perienced by each sample is the maximum queueing dglay rienced maximum queueing delay in the network is not further
delayed in the replay buffer and the exit times are those depicted

3This can be easily implemented with GPS [3]. in the |OV_V6I’ dlagram n F'Q- 6. .
4The TFs during which capacity is allocated to a videoconference call are saidThusi if sender and receiver do not share acommon time ref-

to be reserved to the call. erence, the end-to-end delay experienced by he ser of the
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are discarded at the receiver at the expenses of the visual
quality of the received video strearﬁ}.M is some percentile
of the queueing delay chosen as to guarantee that the per-
centage of discarded packets does not affect visual quality.
Some videoconferencing applications explicitly designed for
operation over asynchronous packet-switched networks adapt
the resynchronization delay introduced by the replay buffer to
the instantaneous distribution of the network delay experienced
by packets [24]. This results in variable visual quality and user
perceived delays, and does not comply with Objective 2.
Losses in network nodes due to congestion and buffer over-
flow also decrease the perceived quality of a videoconference
call. In order to reduce buffer overflows and control the distri-
bution of queueing delay over the duration of videoconference

calls, resources are reserved in the nodes along the connection
path and access to the network is controlled. This limits the
amount of guaranteed traffic routable over the same link. Since
transmission of large amounts of data at link spemardt9
makes queues grow suddenly, bursty sources require a large
amount of resources to be allocated and significantly reduce
the overall amount of real-time traffic the network can support.

The compensation delay introduced by the replay buffer af@urce burstiness can be reduced thrawgtiic shapingat the
the related error constitute the network resynchronization del@§twork boundaries. Traffic-shaping mechanisms like, for ex-
component IR identified in Fig. 1), while the other terms areample, thdeaky buckef2], guarantee an average bandwidth
part of the network delay componeMitIt can be worth pointing to the source while keeping the burstiness below a predefined
out that the contribution,; accounts partly for th&l compo- Value$ This introduces a shaping delay
nent (since it contains the queueing delay) and partly fohtRe
component (since it contains the compensation delay). The ex-
cess resynchronization del&y. can be eliminated if the sender
and the receiver have a common time reference. whereA is the largest burst size, i.e., the maximum number of
The maximum queueing delay is usually much larger thaits which can be sent at the full link speed. On one hand, the
both all other network delay components and the minimugraffic shaping at the boundary of the network reduces the buffer
queueing delay (that is given by the sum of the transmissiggquirements in the nodes, the queueing delay in the network
delay over the traversed links). Consequeniy) ~ Q,; and, and its variability (i.e., both th& andNR components of the
due to jitter compensationthe maximum queueing delay carend-to-end delay model proposed in Fig. 1); on the other hand,
contribute twice(namely, by itself and as excess resynchrat introduces a variable shaping delay that is compensated on
nization delay) to the end-to-end delay [1]. Schemes like PGRe receiver side (i.e., it contributes to both t@ndNR com-
[17] are being proposed for preventing loss and bounding thenents of the end-to-end delay model proposed in Fig. 1). In

queueing delay. Such schemes provide a bound that is inversglynmary, the end-to-end delay can be expressed as
proportional to the bandwidth allocated to the session, and
proportional to the packet size and the number of hops. This is
stated, for example, by the general result RGPS Networks
in [17, Section X, p. 146]. In particular, [17, Egs. 37, 38, . - .
and 39, p. 148], which have the following general structurg\{hereps Is the size of packets sent into the network.
PGPSBelay-bound-connection< (2(K — 1)L;/p;), where B. Why VBR MPEG?

L; is the packet sizel{ is the number of hops ang is the rate ) ) o
of connectioni. Note that some of the results reported in [17] Compression, althoughitreduces the transmission delay, may

are based on several timing assumptions, such as, that the dBRY large processing and processing resynchronization delays.
between nodes is zero or constant. Such an assumption Wifreover, if the naturally variable rate of a highly compressed
require the synchronization of the local clocks of all the nodeg{réamis to be converted into a constant one, a significant contri-
which is equivalent to the global common time reference us@ytion to the processing resynchronization delay must be further
for TDP. introduced, thus adversely affecting the end-to-end delay. The
The contribution to the end-to-end delay due to the queueiﬁgj_ective of the following _discussion is to present and justify the
delay and its compensation can be reduced by underdim&nionale for recommending the use of VBR MPEG, rather than
sioning the replay buffer, thus having the queueing delay akd®R MPEG, for videoconferencing applications. The motiva-
the excess resynchronization delay contributing with a val§en is that VBR encoding can provide high compression while

QM_ < _QM' As a consequence, all the (parts of)Apictures €X-5if leaky bucket is exploitedB is its token generation rate andl is the
periencing a network delay larger thah/C + Pr+ Qn + E,. token pool size.

Fig. 6. Real network resynchronization delay.
videoconferencing system is

Async E,
A[fza}vlv = 6 +P7)+QJ\4 + B,

, F.— A
Spae =g

(4)

Async— Async PS A
AR = S+ 5+ Pr+Qut+ B
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keeping very short the contribution to the end-to-end delay due g 500
to the processing resynchronization comporgent. = 400+
1) MPEG Overview:The Motion Picture Expert Group % 3004
(MPEG) [10], [8] video encoding standard was designed for £
digital storage of quality video for later replaying. The encoder 5 20
receives a sequence of digitalized pictures and encodes each of ~ § 100+
them in one of two different ways. = 0 | |
Intraframe Coding eliminates spatial redundancy inside pic- 0 30 60 9 10 15

. . . Picture number
tures. The picture (the luminance and the two chrominance com-

ponents) is divided in 8x8 pixel blocks. On each block a discreigy. 7. Natural MPEG encoding of the “Cheerleaders” sequence.
cosine transform (DCT) is performed and ar 8 matrix of co-
efficients is devised. Each coefficientjaantizedvy integer di-

.y . . . . . Rate Rate
viding it by an integer callediuantization step siz& he result !
of the quantization is run-length encoded to gain further cor Time B
pression thanks to the many zero—valueq coefficients. Finally, t Natural Encoder BUfer Tpoct
run-length encoded symbol sequence is Huffman encoded. 1 Base Rate Rate
resulting encoded picture is called bfiame Encoder >

Predictive Coding eliminates temporal redundancy betwee "
a picture and the previous one. The picture is dividednmaaro

Time

- I
blocks(MBs), each composed of a 2616 pixel matrix of lumi- gzaﬁgzanob,( | Rate | o_|
nance information and the two corresponding 8 pixel blocks P | | Contro |, _ _ _
of the two chrominance componeniiotion estimatioris per- Model of 2 D]}E
formed for each MB, i.e., the previous picture is searched for gystem Target —

“similar” MB. If this MB is found, the pixel by pixel difference Decoder Bufer

between the actual MB and the reference one is calculated and _

coded by performing DCT, quantization, run-length encodin§'9- 8- High level model of a CBR MPEG encoder.
and Huffman encoding. If a similar MB is not found, each block

of the MB IS encoded like a_block In-an I-frame. o A CBR MPEG stream is obtained by filling a buffer with

The obtalneq encoded picture is calleddrameand it 'S the output of the basic encoding process and retrieving bits at
typically 2to 4 times smaller than an I-frame. The more S|.m|l.aé{ constantarget rate B, as shown in Fig. 8. This buffering
two subsequent pictures are, the higher the probability of findingcess introduces a sensible variability of the processing delay
in the reference picture a MB similar to the one being codegymnonent of each picture which must be compensated in the
Subsequent pictures are similar if the scene is slow moving, tys:oder thus introducing a large processing resynchronization
not changing much from a video frame period to the other. fyjay component. Aate controlfunction (in principle) mon-
summary, predictive coding delivers more compression on slg{s the fullness of the encoder buffer and adjusts the natural
scenes. , bit rate in order to prevent it from underflowing or overflowing.

A video sequence may be compressed by encoding one Bify rate control function tunes the bit production of the encoder
ture out of ' as an I-frame, and the remainidg — 1 pictures 4 grant the stream compliance according to a model of a system
as P-frames; the sequence fpictures is called @roup of 5146t decoder buffer (see Fig. 8) whose dimension is included
pictures(GOP). The largetV, the smaller the amount of bitS;, he MPEG stream [10]. The bit production can be modified

needed to encode each video sequence that contains a good &gy on the step size of a quantizer used at the last stage of the
of temporal redundancy. If the network introduces an error in hcoding process.

encoded I-frame, the error may propagate into the entire GOPS) Delay and Picture DimensionThe CBR encoder con-

The next I-frame is the first picture not to be affected by sughp, tes to the processing delay wilfy B, F being the size of

error. Thus, the largeN the more damage an error can causea, encoded picture. Since picture size is not constant, this con-
2) Controlling the Stream RateDue to the difference be- yjption is variable and must be compensated at the receiver.

tween |-frames and P-frames, the rate of the bit stream produggfl, resulting overall contribution (after resynchronization) to

by the encoder has high variability. Fig. 7 shows the amouie end-to-end delay is calledding shaping delag, .
of bits produced by the software MPEG encodedenc [16] ‘

during the encoding of the “Cheerleaders” video sequence. It g > MaXseq F
shows a group of cheerleaders in a stadium, being therefore a ¢

- B
scene with a lot of motion on a background with many details. ) ] ) )
wheremax..q £ is the maximum picture size over the whole

sequence. In order for the video stream to be continuous (actu-

ally having a constant ratey,. > 7°; otherwise there would be
“Actually, a third type of encoding, called bidirectional predictive coding y 9 &) =

exists. Before a picture can be coded, a reference subsequent picture mué Héne interval between two SUbsequent frames du”ng which no
captured and coded. This introduces a delay of some frame periods that we dbég exit the encoder. As a consequercBR MPEG encoding

not acceptable given the 100-ms end-to-end delay bound. Thus, this type of

compression is not considered here. 8See [8] for further information on the MPEG encoding process.

A detailed discussion can be found in [1].
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Fig. 9. CBR MPEG encoding wittv' = 15.

always introduces a delay larger than the video frame period The maximum picture size throughout a sequence is not
With reference to the model depicted in Fig.SL, contributes known in advance. Nevertheless, when dealing with real-time
to theP andPR components. video (like in a videoconferencing scenario) the encoding delay

Fig. 9 shows the picture size obtained when encoding fomound must be known before starting the videoconference
video sequences with tliydenc [16] CBR MPEG encoder. call in order to meet Objective 2 (continuous playing) by
Each sequence is encoded at three different target rates. iFtioducing the proper resynchronization delay.
maximum picture size in each sequence determines the lowelhe following of this section is devoted to identifying the
bound on the coding shaping delay. In order to keep constamaximum picture size given the characteristics of the CBR
the rate of the video stream (i.e., avoid the encoder buffer WAPEG encoder. We show that the corresponding coding
derflow), the encoder must either limit the compression arsthaping delay when applying CBR MPEG to videoconfer-
keep P-frames from becoming too small, or increase the sizecing is unacceptable for meeting Objective 1 (end-to-end
of I-frames as the P-frames become smaller. delay less than 100 ms).

P-frame dimension is determined by the chosen encoding pa4) Delay on the Order of the GOP DuratiorSince the rate
rameters and by the motion in the scene: the slower the scetmntrol function aims at avoiding the encoder buffer overflow,
the larger the amount of temporal redundancy, the smaller tie picture size is upper bounded by the buffer dimension. It
size of P-frames if such redundancy is eliminated. Videocofellows that the coding shaping delay can be reduced by ex-
ferencing scenes are usually quite static: P-frames are expegtkiting a small encoder buffer. Hence, the issue becomes how
to be small and I-frames consequently large. In order to ot reasonably dimension the encoder buffer. Whenever a picture
tain a confirmation from experimental data, we encoded twamaller tharB- 1" is produced, the buffer must contain a backlog
completely static scenes built by replicating 120 times the sahaege enough to guarantee the continuity of the stream. Thus, the
picture of the “Cheerleaders” and “Hockey” sequences, respacaaller the buffer, the less picture size can vary.
tively. Fig. 10 shows the resulting picture size for the same targetin principle, in order to deliver maximum quality the buffer
rates used in the previous experiment, deploying the encodsigpuld be large enough to allow P-frames to be encoded with
parameters oflvdenc . As expected, using these encoding paio bits when the image is completely static. This is particu-
rameters, the maximum picture size, i.e., the lower bound on tlagly important when dealing with videoconferencing because
coding shaping delay, has significantly increased with respectt® camera can be pointed, for example, over a blackboard thus
Fig. 9, especially at low bit rates. capturing a completely static scene. The fewer bits used to en-
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Fig. 11. Bit production of a noncontrolled VBR MPEG encoder. - - - Processed bits. — Encoder output.

code P-frames, the more can be dedicated to I-frame (thus aeguired for the transmission of VBR MPEG video over the
ating the backlog in the buffer) and the higher the quality of three network architectures, and the end-to-end delay of the re-
resulting image. Quality of static images is particularly criticadulting videoconferencing system.
since human eye is more sensitive to errors on static images]) Circuit Switching: The MPEG encoder produces bits
than on moving scenes. with a timing similar to that shown in Fig. 11 as it encodes

Null-size P-frames can be produced if an I-frame can be kfames and P-frames. The time required to encode a picture
large as the whole amount of bits sent during a GOP. That is,and the amount of bits produced are not constant. In principle,
order to deliver maximum quality of static images, the encod#éthe videoconference call is allocated a circuit with bandwidth
buffer size must be at least the GOP size; this resultgodang larger than the maximum instantaneous rate of the encoder, bits
shaping delay on the order of the GOP durati®uch a coding are transmitted as soon as they are produced and bits get to the
shaping delay is not acceptable when aiming at Objective decoder at the same rate they had been produced after having
for example, if operating at 30 frames/s with a GOP size of Experienced the constant propagatiBn and switchingSw
pictures, the coding shaping delay is 500 ms. delays. The time needed to encode a picture is not constant;

An encoder designed to keep the introduced delay boundéé decoder introduces a processing resynchronization delay to
may avoid eliminating temporal redundancy in P-frames, by ekeep constant the time between decoded pictures. As a result,
coding many macro blocks as in I-frames. In this way the size eAch picture experiences an overall coding-decoding-resyn-
I-frames is smaller and the coding shaping delay limited consgtronization delay” D, which is the maximum time required
quently. However, the quality of a static scene, like the one & encode and decode a picture. The end-to-end delay is given
sulting from pointing the camera over a blackboard, is not malsy
imized. cs

In summary, CBR MPEG encoding may not be the most Aver = €Dy + Sw+ Pr

advisable scheme for high-quality videoconferencing; VBRhere the first term is the overall coding-decoding-resynchro-

MPEG.is evalugted in the following and it seems to provide a{}, 4tion delay and contributes to the processing delayvhile
appealing solution. the other two terms contribute to thecomponent.

o Since we are dealing with real-time video, a picture should
C. Transmission of VBR MPEG be encoded (decoded) within the video frame period, i.e., any
While the CBR encoder introduces an unacceptable delayancoder will featureC Dy, < 2 - 7. Thus, if a scene is cap-
the encoder, a VBR video stream may impact the network péwred at 30 frames/s and the end-to-end delay objective is 100
formance leading to either high delay, or high loss, or the neeq _ , _

. - . Actually, C'D,, contributes also to thBR component, but since the vari-
for an overallocation of communication resources in some of thgiity of the P component is relatively small, the contribution PR can be
configurations. The rest of this section examines the resoureeglected. See [1] for details.
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- picture being sent. As it was shown in Fig. 7, picture dimension
is not known in advance and resource reservation may not be
accurate.

| If during a TF a user sends more bits than the reserved

amount, the network does not provide any guarantee on the

: delivery of the excess data units. If, on the other hand, the

i videoconferencing application uses only a fraction of the

reserved capacity, the leftover bandwidth can be used by

| best-effort traffic and is not wasted (unlike circuit switching).
Even though this is acceptable from the network point of view,
the solution is not optimal for the user who is possibly paying

1 =t = for the allocated bandwidth and would like to use it all by

b himself.
The rest of the section concerns:

1) determining the amount of bits to be reserved for both
types of pictures given the bandwidth to be allocated to a

Fig. 12. Transmission of VBR MPEG video with TDP.

ms, the delay budget available for propagation is 40 ms which

videoconference call;

corresponds to a span of 8,000 Km (like a transoceanic call). A2) tuning the encoding process in order to control picture di-

faster encoder features a lowgD ; and consequently enables
a larger span.
The system configuration discussed in this section provides

mension so that the videoconferencing system never uses
more bandwidth than the allocated amount and exploits
as much of it as possible;

a lower bound on the end-to-end delay in a videoconferencing3) the impact of scheduling (i.e., the choice of the TFs to be

system exploiting MPEG compression. Nevertheless, it is not  reserved) on the end-to-end delay.

practical since the bandwidth of the circuit allocated to the Even though some configurations can deliver unacceptable
videoconference call is only partially used and the unusedd-to-end delay, if the system is adequately equipped and op-

fraction is wasted. Moreover, since the bandwidth of the circiérated, its performance is actually given by (5).
is equal to the peak rate of the encoder, encoding P-frames all) Choosing a Bound on Picture DimensionAs explained

a lower bit rate does not provide any advantage. Since motion
estimation is the most time consuming function of the encoding
process,CD;, is significantly reduced by exploiting only
intraframe coding. This corresponds to deploying a Motion
JPEG encoder.

Reducing bandwidth occupation introduces a larger delay
since transmission over a circuit with a bandwidth smaller than
the peak rate of the encoder introduces a network shaping delay
S

2) Time-Driven Priority: As soon as all the bits for encoding
a picture are produced by the encoder, they are inserted into a
packet and sent at the full speed of the ingress link, as depicted
in Fig. 12. The end-to-end delay of the system is given by

ATBL = CDy + LTy + Pr (5)
where L is the number of TFs a packet takes to travel from
sender to receiver. With reference to the model of the videocon-
ferencing system depicted in Fig. 1, the first term contributes
to theP component (and in a negligible way RR, while the
second term contributes to tiecomponent.

Equation (5) is the actual end-to-end delay only if the
nodes on the path from sender to receiver perform RISC-like
forwarding of packets. To guarantee the fixed 1y network
delay and loss-free delivery, resources must be allocated in the
network and video frames sent during reserved TFs. To reserve
resources in packet-switched networks with TDP, the amount
of data to be sent and their timing must be known at reservation
time so that the proper fraction of link capacity can be reserved
during the proper TFs. The amount of bits reserved should be
larger than (and as close as possible to) the dimension of the

in Section 11I-B on MPEG, the slower the motion in the
scene being encoded, the larger the dimension of I-frames
with respect to P-frames. Since videoconferences are ex-
pected to be slow-moving scenes, we propose to reserve
different amounts of bits for transmission of I-frames and
P-frames. These amounts determine the bandwidth re-
served to the videoconference call as

BTDP:FTJ’_(N_l)'FP
N.-T

(6)

where F! and F'” are the amount of bits reserved for
I-frames and P-frames, respectively,is the number of
pictures per GOP, and¥ - 7" is the GOP duration.

As discussed, the relative dimension of I-frames and
P-frames yielded by a noncontrolled MPEG encoder de-
pends on the amount of motion in the scene. pioture
ratio
FI
ﬁ )
must then be chosen wisely depending to the amount of
motion expected in the scene to be encoded and trans-
mitted. This is, in general, a difficult task, but in the par-
ticular case of videoconferencing, scenes are likely to be
slow anda consequently large.

Combining (6) and (7), the amount of bits to be re-
served to each frame can be expressed as a function of
the bandwidth to be allocated as

o =

FP:BTDP-N-T
Nta—1 (8)
Fl = .FP
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Fig. 13. MPEG encoder controlling frame dimension.

width is used more efficiently if the encoding process is
controlled and picture size is kept below (and as close as
possible to) the amount of bits reserved. This amount is
an upper bound on picture dimension and can be used to
devise a target dimension for each type of video frame.
There exist proposals to predict the amount of bits an
encoding process is going to produce based on the raw3)
scene [20] or on the portion of stream already produced
[12]. However, to get service guarantees from the TDP
network, the upper bound must never be exceeded and an
adaptive approach based on feedback from the output of
the encoder should be exploited. The encoder is extended
with arate control functionas shown in Fig. 13. It tunes
the parameters of the basic MPEG coding process so that
the dimension of each picture is best fitted to the target
size associated with its type. Among the parameters of
the MPEG encoding process the quantization step size is
the most suited to this purpose.

Varying the granularity of quantization throughout
the picture delivers nonuniform visual quality. Many

P-Frame

Time

-

Time Cycle

Fig. 14. TDP and complex scheduling.

Fi. The prototype rate control function has proven to
be able to always keep picture size below the given
boundF? or FT'. As a consequence, bandwidth can be
efficiently allocated by reserving fixed amount of bits for
the transmission of pictures of the same type.

Complex Scheduling.Scheduling, i.e., the choice of the
TFs to be reserved to a videoconference call, is simpli-
fied by considering the nature of the application-gener-
ating traffic. Different amounts of bits should be reserved
in the TFs intended for sending I-frames and those for
P-frames. The time cycle must be set to an integer mul-
tiple M of the GOP period an@ - M TFs must be re-
served within the time cycle. The choice of the TFs to be
reserved on each link on the path between sender and re-
ceiver is calleccomplex scheduling. The choice of the
TFs impacts both network performance (in terms of max-
imum number of real-time connections concurrently sup-
ported) and the end-to-end delay of the video-conference
call.

approaches have been proposed in the literature for uniFig. 14 shows a sample reservation with = 1 and N =
formly choosing the quantization parameter [9] possibly- The upper diagram depicts the frame-grabbing time and the
taking into account the characteristics of the humdawer one shows the amount of bits reserved in the Ts:

visual system [23]. Other authors propose iteratii®@ one TF andF” in the following N — 1 TFs. The capacity

approaches [25], [15] to determine a suitable value &r sending the encoded video frames is reserved in the first
the quantization step size to be used throughout a whdIE beginning aftelC; (the maximum coding delay) from the
picture. This can lead to coding times not acceptabf@pture of each picture. Thisis the optimal schedule which leads
for real-time encoding as required in videoconferencing minimum delay as given by (5). In order for the encoded
applications. [5] proposes to exploit a rate-quantizatidpictures to be ready before the reserved TF, the capture card
model to choose a quantization step size for a whole pic@s well as the encoder) must be synchronized with the network
ture. The model is tuned according to the characteristit§erface. Lack of synchronization would introduce a variable
of the encoded stream already produced. The rate-contiglay whose maximum value would be the GOP period (namely,
algorithm also proposes how to requantize the picturef -1). Also, if the optimal schedule is not feasibles@heduling
the yielded dimension is not compliant with the target. shaping delaySschea is introduced which contributes, together
The above mentioned approaches have been propo#éi L -1, to theN component identified in the model depicted
and analyzed in scenarios different from ours. Thus, vi@ Fig. 1.
have performed some experiments to prove that pictureASsuming synchronization between capture card and network
dimension can be controlled as the proposed netwdfkerface, the general equation for the end-to-end delay is
technology requires. The software encodbrdenc
has been augmented with a rate control function which 9)
calculates the quantization step size on a MB-by-MB _ ) )
basis given a target picture dimensiBnand a tolerance Where 53¢ € [0, N - T7] is determined when performing
on it (in terms of maximum and minimum acceptablée complex schedullng. (|.e.,_when the \{ldepconference call is
dimensions). The quantization step size is determin®ficed); it can be small if a wise scheduling is performed.

as a function of the _amount of bits proc_iuced so far  1orpis scheduling is said to be complex because the allocated capacity is not
and the number of bits expected according to the targe¢ same during all the reserved TFs.

ATDP—CJCSC

VBR = OD]W + SSched + L. Tf
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I_fraii: _________________________________ is the excess resynchronization delay introduced by the replay

Bound buffer (contributing ta\R). Using small packets and a decoder
which starts decoding video frames as soon as data are received
Bound can reduce’ D,,. The end-to-end delay is dominated QM
) / that, with reference to the videoconferencing system model de-
’ ' ; ; picted in Fig. 1, contributes to tH¢ component and to thER
component .

Traffic Shaping at Network Boundarie®Resources are re-
served in the network in order to bound the queueing delay (i.e.,
to reduceN andNR). As discussed in Section IlI-A-3, resource
reservation is more efficient if traffic shaping is performed at
mme the boundaries of the network, even though it introduces a net-

work shaping delay (i.e., it increasdsandNR). Resources are
Fig. 15. Encoding and complex scheduling. reserved in the network based on the traffic description, given
in terms of burstiness and average rate, corresponding to the

Reducing Decoding TimeDecoding time can be reducedshaped traffic. The network guarantees the quality of the ser-
if the decoder does not wait for the whole picture to be r&ice (i.e., the deterministic boun@,, on the queueing delay
ceived before starting processing it. This requires encoded pié-the statistical oné), only if the actual traffic is compliant
tures to be inserted in smaller packets that are sent as sooM/#8 the description given at resource reservation time.
they have been assembled. This does not affect any componerithe delay globally experienced by a picture due to the traffic
of the end-to-end delay given by (9) other thab ;. shaper depends on the natural bit generation rate of the encoder,

It is thus better to allocate more than one TF per picture a#ie implementation of the traffic shaper, and the characteristics
send a packet in each of them (Fig. 15), than to allocate a singiéhe shaped traffic. The receiver has to compensate it by means
TF during which a whole encoded picture is sent (Fig. 14%;';9 network resynchronization delay introduced by the replay

P—frames

0

T

Choosing these TFs encompasses two nontrivial issues: desiffer. Thus, each packet experiences a network shaping delay
mining their position inside the time cycle and their number s®ver _Partly in the traffic shaper and partly in the replay buffer.
that the end-to-end delay can be minimized. In the followingduation (4) gives the delay introduced when dealing with raw
these problems are described and the trade-offs between WHife0. Since devising an analogous equation for VBR MPEG-
ferent choices are outlined, but a solution is not proposed icoded video is a harder task and it is not the goal of this work,

cause it is out of the scope of this work. we do not analyzé‘{*gy};‘“ in more detail. The end-to-end delay

When a TF reserved on the sender link begins, enough Bifthe videoconferencing system is given by
must have been produced by the encoder, otherwise the amount P .
of transmitted data is smaller than the one reserved. This isAYIR ™" = CDu + Soin® + =2 + Pr+ Qu + B...
calledencoder underflowand itis critical not just because the al- ¢
located bandwidth is underutilized (it can be exploited by bestnd contributes to thé®, N, and NR components of the
effort traffic). If the total amount of bits actually produced teend-to-end delay model presented in Fig. 1. (A relatively small
encode the picture is very close to the global amount of bits r@entribution to the®R component is also present.)
served for the picture (over a number of TFs), the remaining Adapting the Encoded Video Stream to the NetwdBkace
reserved TFs will not have enough capacity to carry the othidse traffic pattern generated by a natural VBR MPEG encoder
bits that should be sent in the present TF. On the other handsifiot known in advance, it can be incompatible with the shaped
the TFs reserved for a picture are chosen later (with respectraific description. The noncompliant packets can be discarded
the beginning of the video frame period) in order to minimizby either the traffic shaper itself, or a traffic policing function
the risk of encoder underflow, the benefit of using more THsside the network [19]. For example, if a leaky bucket is ex-
to transmit a picture is reduced, i.e., the end-to-end delay is ploited to shape the traffic, the token generation snd token
creased. pool sizeA determine the average rate and the burstiness of the

3) Asynchronous Packet Switchings soon as the encodershaped traffic. If the characteristics of the encoded video are not
produces enough bits to assemble a packet of dimed3iche compatible with the values chosen Brand A the excess traffic
packet is assumed to be sent into the network where it expedst be either discarded or sent in the network as best-effort
riences a variable queueing delay. The receiver must exploitraffic. Even though a buffer is inserted before the leaky bucket
replay buffer to compensate the queueing delay variation, thesadapt the video stream to the traffic description, it can over-
introducing theNR component. The end-to-end delay is thuow if the two are too different.
given by The loss of packets is not acceptable in the transmission of
P, MPEG-encoded video, especially when the GOP is large. Even
ASIEC = ODyy + =2 c +Pr+Qy+E, though techniques have been proposed to limit the effect of loss

[6], it should be better for the videoconferencing system to avoid

whereC D), is the maximum time required to encode and ddess in order to deliver the highest possible quality.
code a picture (contributing f®and to a smalPR, QM issome The MPEG encoding process can be controlled to avoid that
percentile of the maximum queueing delay, @ide [0, AQ] the traffic shaper discards or sends as best-effort traffic packets
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TABLE |
END-TO-END DELAY FOR THE SYSTEM CONFIGURATIONS CONSIDERED IN THIS WORK

Circuit Time-driven Asynchronous
Switching Priority Packet Switching
afoune = % +Pr+Qu + Er, Er €[0,4Q)
Ccs _ CS TDP _ ;| !
Raw Video ARaw = SRawTSWHPT ARaw =L-Tj+Pr adsyne=TS _ ghsync | fci £ Pr4Ont B
N N N + NR
Nl i =CDM+%+PT+QM +E,
AR "% = CDM+S5chea+ DL Ty +Pr
VBR MPEG | 878 =CPutsutbr | Y or N ] AQRSTS = CDM+ SR T2 PrtQu 4 Er
P+N P+N P + N + NR

63 Given the long distance and high bit-rate requirements of
A videoconferencing, video compression should be used. Since

:— ¥ CBR encoding has unacceptable delay, VBR encoding should

Base | Target be used. In the case of VBR encoding, circuit switching is not

Encoder DI | practical since the network utilization is very lowhus, packet
) | | : switching should be usetHowever, relying on asynchronous
Quantization /,,l Rate } : | packet switching with statistical multiplexing and first-come-

Stepsize | | Control -l : first-serve queueing discipline can result in high loss and delay

Model of a R jitter under high load conditions. Other queueing disciplines,
gystemel;trlgfet such as weighted fair queueing, can only guarantee determin-

ecoder Bufler

istic no loss to CBR traffic, which as mentioned would result in

Fig. 16. MPEG encoder controlled using feedback from a traffic shaper. @n unacceptably large delay bound.
This study shows that having a global common time refer-

, . ence can be used for implementing TDP with complex period-
that cannot be adapted to the traffic description. A rate contra ty scheduling for transporting VBR MPEG encoding. This

function tunes the parameters of the basic MPEG encoder gy nrqyide adequate deterministic delay bounds whichiare
cording to the traffic descr|pt_|0n used to drive the traffic Shap%lrependent of the network load and the connection tatsuch
[22], [21]. Due to the unpredictable output of MPEG encodergi,sﬁ,tem configuration, the end-to-end delay (excluding propa-

this approach does not guarantee against packets not complb%ﬂ n delay) can be smaller than the video frame period. Fur-
thermore, TDP with complex periodicity scheduling cheter-

with the traffic description.

Alternatively, a rate-control function can tune the MPEG enginistically ensure no loss (due to congestion) of VBR traffic.

coder parameters based on feedback information received frpfse nique results cannot be obtained with circuit switching
the traffic shaper (e.g., the fullness of the buffer precedlngoe? any other known alternative schemes
leaky bucket) [18], [4], as shown in Fig. 16. If this will signifi- '

cantly degrade the visual quality of pictures, the resource alloca-
tion can be renegotiated according to a rate-quantization model ACKNOWLEDGMENT
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